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ABSTRACT

The aim of my thesis is to examine the Bernstein Operators, which are linear positive

operators and the properties of the New Generalized Operators.

My thesis consists of four parts. The first part is an introduction and gives information

about the parts that we will examine in the following chapters.

The second chapter is to give more information about all the fundamental theorems
and properties. In this section, the basic theorems used in the thesis are proved and

explained with examples.

In the third part, Korovkin Theorem’s proof and Bernstein Operators and

approximation propeties and converges uniformly of Bernstein operators are given.

In the last, new family of generalized Bernstein operators' definition and some
important theory of convergence approximation of functions are given. After that we
will examine some important results regarding the rate of converges and predictions
of new generelized operators, that are appliactions of the properties and formulas
which are foretold. Lastly, we examine the shape preservation properties and complete

the thesis.

Keywords: Modulus of Continuity, Rate of Converges, Lipschitz function, Korovkin

Theorem, Bernstein Operators, Shape Preserving.



0z

Tezimin amaci lineer pozitif operatorler olan Bernstein Operatorlerini ve yeni

genellestirilmis operatorlerin 6zelliklerini incelemektedir.

Bu tez dort liniteden olugmaktadir. Birinci linite giristir ve bundan sonraki ii¢ {initede

kullanilacak olan temel kavramlar agiklar.

Ikinci {inite, tiim temel teoremler ve dzellikler hakkinda daha fazla bilgi vermektir. Bu

boliimde tezde kullanilan temel teoremler ispatlanmistir ve 6rneklerle agiklanmustir.

Ucgiincii iinitede Korovkin Teoremi ve Bernstein Operatdrlerinin ispati ve Bernstein

operatorlerinin yaklasim o6zellikleri ve hizlar verilmistir.

Son iinitede, genellestirilmis Bernstein Operatdrlerinin yeni bir ailesinin tanimini ve
fonksiyonlarin diizgiin yakinsama yaklagimi teorisinde 6nemli bir rol oynayan bazi
temel oOzellikleri veriyoruz. Daha sonra, ilk boliimde hatirlatilan ozelliklerin ve
formiillerin dogrudan uygulamalari olan yeni dogrusal pozitif operatorlerin yakinsama
oranlar1 ve tahminleriyle ilgili baz1 6nemli sonuclar1 inceleyecegiz. Son olarak, yeni

operatoriin sekil koruma 6zelliklerini inceliyoruz ve tezi tamamliyoruz.

Anahtar Kelimeler: Siireklilik modiilii, yakinsama orani, Lipschitz Fonksiyonu,

Korovkin Teoremi, Bernstein operatorleri, sekil koruma 6zellikleri.
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Chapter 1

INTRODUCTION

The main subject of my thesis is to study Blending type Bernstein operators and the
approximation properties of a class of these operators. In approximation theory, which
is a very important area of mathematical analysis; it is intended to obtain a
representation of an arbitrary function, means other simple and more useful functions.
For this, first of all, introductory information and some basic concepts are given in the
second chapter. This general information section includes what is a linear positive
operators, basic properties and concepts of the theory of approximation, the modulus
of continuity and their properties. Most of the concepts are supported with examples
for better understanding of the subject. As we finish the second chapter, all the terms

that we will use in the third and fourth chapters are explained.

The third part started with the proof of Korovkin theorem. In 1885, the German
mathematician Weierstrass proved the existence of at least one polynomial that
converges to all continuous function on a finite interval. The difference of the theorem
of Weierstrass approximation from Taylor’s theorem, which is expressed as a function
with enough derivatives, locally approximated by Taylor polynomials is that it is
applied to a continuous function which isn’t necessarily differentiable and there is a
polynomial that converges to this function over the [a,b]. Using this theorem of

Weierstrass, Bernstein showed that Bernstein polynomials on [0,1] for the arbitrary



function fis continuous on [0,1]. Studies of Bernstein polynomials contributed to the

formation of the theory of linear positive operators in approximation problems.

Finally, in the fourth part, we will explain the new generalized Bernstein operators.
For this, we will explain the monotonic and convex properties, shape preservation. The
basic aim in this chapter is examine some important results regarding the rate of

converges and predictions of the new generalized operators.



Chapter 2

PRELIMNIARIES

This chapter is devoted to the basic concepts and facts that are needed for the all thesis.
The present thesis is related with positive linear operators and these operators are based
on functions, function spaces and some special definitions and theorems. You can find

the basic definitions and properties related with all of these.
2.1 Space of the Continuous Function in a Finite Range

In the section we introduce and discuss the main definitions and properties about the
concept of continuous functions. Some definitions are illusrated by examples for the

better understanding of readers.

Definition 2.1.1: Assume h(x) is a function defined on a domain which includes the
point »,. A function h(z¢) is continuous at » = ¢, if it satisfies the following
conditions:

I.  h(x) exists.

ii. lim h(x) exists.

n-x

iii. lim h(») = h(,).

HoH)

if >0

Example 2.1.1: h(x) = |x| = {_}; <0

i. h(0) =0,soitisdefined at » = 0.

ii. lirr(1) h(»)=0, so limit exists.
Vil



iii.  limh(x) = h(x,) = 0.
n—-0

The given function is continuous as it satisfies all conditions.

2+ 1, ifr<1
Example 2.1.2: h(x) =42, ifx=1
—n+ 4, ife>1

i h(1) = 2, soitis defined at » = 1.

ii. lin} h(»)=3, so limit exists.
H—

iii. }fl—l}} h(»x) # h(1).

Therefore, h(3) isn’t continuous at » = 1 since lin% h(x) # h(1).
H—

Definition 2.1.2: Assume E is a non-empty subset of Rand {h,,} is a real valued
functions where m > 1 and h described on E. {h,,} is called pointwise convergent to
h on E if V x € E the sequence {h,,(x)} of real numbers converges to the function
h(»).
It means, V »x € E, 3 € > 0 and m,(3) such that;

|hym (3) — h(3)]| <&, vV m = mg(x).

The notation h,, — h is used to denote the pointwise convergence of {h,,}to h.

Definition 2.1.3: Assume E is a non-empty subset of Rand {h,,} is a real valued
functions where m > 1 and h described on E and m is independent from . {h,,} is
called uniformly convergent to h, if ¢ > 0, 3 m, such that;

|hy (30) — h(2)| < &, vm=my,x €EE.

The notation h,, = h is used to denote the uniform convergence of {h,,}to h.



Example 2.1.3: Forany » € R

1

i () = m(1 + »#2)

IS given.

I < 1, V¥ # € R we have;

Since o) =

1

|hm(%)—h(}{)| = m—o SB

So, for a given ¢ > 0, choose N > é which is independent on » € R, then
| hm () = h(0)| <,

V % € R. Therefore, hy, 3

2.2 Linear Space

In mathematics, linear spaces are used for different purposes. Mostly it is used within

functional analysis. In this section, we will examine linear spaces in detail.

Definition 2.2.1: Assume X is a set and K be a scalar field. If two operators addition
and scalar multiplication
+: XxX - X,(t,y) > n+y,
-1 KxX - X, (y, %) - yx, satisfies the following conditions;
Vx,y,z € Xandy, S € K,
. (t+y)+z=nx+(y+2),

. x+y=y+=x,

ili. Vx€eX 30€Xsuchthat»x+0=0+ x = ,

iv. Vxe€eXandx #0,3(—x) € Xsuchthat»+ (—»)=(—»)+x=0

V. yGe+y) =vyrtyy,

vVi.  (y+8)x =vyx + 6x,



vii.  y(6x%) = (y8)x,
viii. 1.y =x.
Then X is called linear space over the scalar field K. If K = R, then it is called real

vector space.

Definition 2.2.2: Assume X is a vector space. A function with real value,
n - |l
for »,y € Xand y € M is called a norm over X, if it satifies;
i. |l#]|=0and]|x%|]|=0<x=0.
i sl = lylllsll.

i, e +yll < Il + lyll.

Example 2.2.1: Let |x| denote the absolute value of each » € R. The set of R is a
vector space on R and function
% - x|

is a norm on the vector space R.

Example 2.2.2: For all » = (3, %5, ..., #,) € R", this transformation,
= |||l max = max{ || : (1 <i<n)}

is a norm above R".

Definition 2.2.3: Let X = C[a, b] be the set of all continuous functions defined on
[a,b]. Then C[a, b] is defined with following operations:
V f,g € Cl[a,b]and VA € R

L+ 9@ = fk) + g(k).



i, fOK) = AfK).

Therefore, the vector space of C[a, b] is called space of continuous function.

Definition 2.2.4: The linear space X, which is defined norm on ||.]|, is called the

normed vector space and shown as (X, |. |]).

Example 2.2.5: Let C[a,b] denotes the space of continuous function space which are
continous on [a,b]. Since [a,b] is compact and f is continuous it takes the maximum

and the minimum values. Therefore we can defined the norm;

Iflic = max |G, on Cla,bl

Definition 2.2.5: Assume that fe C[a, b] and f,,, is a sequence of functions in C[a,b]
then, the f,, converge uniformly to the function f on [a,b] if and only if it satisfies;
V % € [a,b]
| fn () = §G0)| < Mg,
where g, IS a sequence which converge to zero and M > 0. This convergence is
denoted by;
fmGo) 3 £G0).

2.3 Operators

An operator is a special kind of function. Operators take a function as an input and
give a function as an output. Therfore operators are more general objects than
functions. In this section we will examine operators, which are linear and positive and

some of their basic properties that are needed later.



Definition 2.3.1: Assume X and Y are function spaces. If there is a function L that
corresponds to a function g in Y space for any function f taken from X, it is called an

operator on X and for each f € X it is denoted as

L) = gGo).

Example 2.3.1: The mapping A: C([0,1],K) — C([0,1], K) defined as A f(x) = f'(x),

f € C[0,1] is an operator.

Definition 2.3.2: Assume X and Y are two function spaces and L is the operator
defined in L:X = Y. If f and g are any two functions taken from X and a4, o, €
R be any numbers, L is called linear operator if it satisfy the condition;

L(ouf + azg9) = a1 L(f) + a;L(g).
The Xis called the domain of the operator L and shown as X=D(L) and Y is called the

range of L and shown as R(L).

Example 2.3.2: The operator T defined by T (34, #,) = (35, %) is linear since;
Ty + By) = T(y Ot1,%2) + 8(y1,¥2))
= T(y1 + 8y1, vz + 6y,)
= T(yx, + 8y,, v¥#, + 6y1)
=y (g, 11) +6(y2,¥1)
=yTxn + 8Ty

istrueVy,8 € Rand x,y € R? where x = (31, 3,) and y = (y;,y3).

Definition 2.3.3: Let X* and Y* be the spaces of positive-valued functions taken from

the space X and Y, respectively. That is



Xt ={feX:f(k)=0,vk }
Yr={geY:g(k)=0Vk }.
If the operator L defined on X* maps each positive function into a function g in Y™,
that is,
L(f; %) = 0 when f(k) =0,V k € D(f)
then the L is called a positive operator.

It means, if L: X* ¢ X - Y* c Y, then it is called linear positive operator.

Example 2.3.3: Szasz operators

[ee]

o =S

j=0

defined on C[0,1] are linear positive operators.

Forall a,;,a, € R and for all f;, f, € C[0,1], we have;

(m)!
j!

Sm(auf1 + axfz;2) = e m%Z(%ﬁ + azfz)( )

= alsm(fl; n) + azsm(fzi ”)
S0 S, is linear.

(mH)

Foranyj € Nand x € [O,A] > 0andforf = 0,S,(f; %) = 0. Therefore S,

IS positive operator.

In the present part we shall mention two important properties of linear positive

operators that are used in the proofs of some important theorems in the later chapters.



Property 1: Linear positive opeartors are monoton. It means, f(x) = g () implies that
L %) = L(g; ).
If, Vx €R, f(3) = g(») then f() — g(x) = 0.
L is a positive operator so we can say,

L(f—g;%) =0
also L is a linear, so

L(f;%) —L(g; %) =0,

and

L(f;2) = L(g;»).

Property 2: Let L be a linear positive operator. Then it satisfies the inequality;
IL(5 20| < L(If]; 2).
Vk € [ab], — If] < fk) < [fK)I.
By using monotonicity of the linear positive operators, we can write;
—L(fl; ) < L(f #) < L(Ifl; ).
Therefore we get;

IL(F; 201 < L(Ifl; 20).

Definition 2.3.4: If f has derivatives of all orders at » =x,, then the Taylor series for

the function f at ¢ s,

Zﬁ(’fo) O — o)),
=

When »x = 0 we get;

10



and this series is well-known Maclaurin series.

Definition 2.3.5: Assume that L:C[0,1] - C[0,1]. Holder’s inequality for p,q >

1,

I

+ i =1andf g € C[0,1],# € [0,1] is provided as follows;

L(fgl;») < L(Iﬂp;u)%L(Iﬂq;%)%-
This is known Cauchy Schwarz when p =g=2.
2.4 Rate Of Convergence
Theory of rate of convergence explores whether a function in a given space can be
approximated with a family of functions belonging to the same space with good
properties. There exists an iterative algorithm that is trying to find the maximum or
minimum. In this section we will study how long it will take to reach that optimal value

by using rate of converges.

We can find rate of converge to series a,,, (m — o) which satisfies inequality;

L (f; 2) — f(0)| < cay,, c € R*.

Definition 2.4.1: Let f € C[a, b], for { > 0,

w( ) =w(@) = max |f(k) - fGo)

»,Ke€[a,b]
|[k—2|<¢

The function w({) defined in this way is called the modulus of continuity of f.

Theorem 2.4.1: The modulus of continuity w(f; ¢) satisfies following properties:
. w(; 0 =0.
Il Ifg < ¢ then w(f; ) < w(f; &).

I l{ll%w(f;i)=0.

11



IV. FormeN,w(f,m{) <m.w(f; ).
V. ForAeR",w(f;A) <A+ Dow(f; .

VI 1K) = G| = w(f; [k —xl).

VL1500 = feol < (B4 1) 0 (9.
Proof:
I.  Itisclear that it is maximum of absolute value, by the definition of modulus of
continuity.

Il.  For {; < {,, theregion of [k — x| < ¢, is greater than the region [k — x| < {;.
Proof is clear, such that when region grow then the supremum grow.
I1l.  fis continuous, V € = 0,when |»x; — »,| < n, there exists at least one n >
0 such that;
|fGe1) = ) <&
So,
sup|f(ey) — fGe2)| <&
By the definition of w(f; n);
w(f;n) <e
Use (1) for { < n, we can say that;
w(;{) <e

IV. By the definition of the modulus of continuity for m € N. We can say that;

w(fimd) = Su[pb]lf(k)—f(%)l-

nkela,
|k—3|<sm¢
If
[k — | < md,
then

—m{ <k<x»+md.

12



By choice k = » + mh, for |h| < ¢ we can say that;

w(;m{) = sup If(%+mh) fGol.

»,k €[a,b]
[h|=¢

On the other hand;

sup Ge+mh) — )| = sup Z[f(%+(1+1)h) foe + ]|

»,K €[a,b] » Kk €[a,b 5
Ih|<¢ |h|<c =

Apply the triangle inequality to the right of equation, we get;

m-1
sup 1fGe+mh) = F(I < ) sup e+ G+ D) = e + )
»nk €lab = »,K €[a,b]
|h|<§' ~ |his¢

<5 +o(f58) + -+ w(f;)
= mw(f;{).
V. If the whole part of the number A € R* is denoted by [|A]], the inequality
[IAl]] <A < [IAl] + 1 is valid by the definition of the integer function. Since
[|A]] is the positive integer, if the property (IV) is applied to the right side of
inequality,
w(f [IAM] + D¢ < ([IM] + Do (f; O
IS obtained.
On the other hand, since [|A]] + 1 <A+ 1 for V A € R then;
@G AT+ D¢ < A+ Dw(E D).
Using (1.4.1) from here, we can write
WA < A+ Dw(f )

VI.  Ifweselect { = |k — x| inexpression w(f; (), we get;

w(filk—xl) = sup If(k) FOOI.

HE a
So proof is clear that supremum of [f(k) — f(3¢)| is w(f; |k — x|).

VII.  From (VI), we can write;

13



|k — x|
() = fGol < w<f; 7 C)-

Using the property (V) of this inequality the proof is clear as follows;

|k — x|
¢

() — fGo) S< +1>wG;C)-

Definition 2.4.2: For 0 <a <1and N > 0;

|f(k) — fGe)| < NIk —»|*.
The functions satisfying the above condition are called Lipschitz class functions. The
set of all Lipschitz class functions are shown as lipy(a). Moreover, N is called

Lipschitz constant and f is Lipschitz class function i.e. f € lipy ().

Example 2.4.1: If w(f,{) < N¢ for some constant N >0, then Lipschitz condition is

satisfied for f; the least value N satisfying such inequality is the Lipschitz constant of

f.

Example 2.4.2: If w(f,{) < N¢* for some constants N >0, a € [0,1] then f satisfies

the Holder condition of factor a.

14



Chapter 3

KOROVKIN THEOREM AND BERNSTEIN

OPERTATORS

The subject of linear positive operators and approximation in contemporary functional
analysis and theory of functions is a research area that has emerged in the last sixty
years. At present, approaches to the theory of approximations are mostly based on real
valued continuous functions with the help of algebraic polynomials. Bohman stated
and proved that linear positive operators only need to fulfill three conditions in order
to converge properly to a continuous function in the closed interval [0,1], (Bohman
1952). Later in 1953, Korovkin proved the same theorem by expanding the range for
operators of integral type, (Korovkin 1953). Therefore this theorem is more commonly
known as the Bohman-Korovkin theorem. After that, Korovkin gave a very important
theorem for the approximation of linear positive operators, since Bernstein operators
are also linear positive operators, studies on this have gained momentum. The
Bernstein operator B,, (f; ) is an operartor of », which order is m™. It was constructed

by Bernstein to give a simple proof of Weiestrass’s approximation theorem.
3.1 Korovkin Theorem

In 1952, H.Bohman studied the problem of converging linear positive operators in the
form of sum to the continuous function fin [0,1]. However, the value of the operators
investigated by H.Bohman is independent of the values outside the [0,1] range of the
function f. Therefore, in 1953, P.P.Korovkin proved a general theorem and showed

that the conditioning expressed by Bohman is also valid in the general case.
15



Definition 3.1.1: Linear Positive Operator Series L, (f; »#) are uniformly converges to

f if and only if;
Ly (1) = 1, (3.L1)
Ln(K; %) 3 », (3.1.2)
L, (k% %) = x> (3.1.3)

Theorem 3.1.1: If a linear positive operator L, (f; ) satisfies Bohman's conditions on
closed interval [a,b] when m — oo then for any continuous function f on [a,b] then
Lin (5 20) =3 f(0).
Proof:
Let’s f € C[a,b]. ThenV &> 0, 3¢ > O0suchthatVk € RandV € [a,b]
If(k) — fGOl <e, (3.1.4)
provided that |k — x| < .
Moreover, V x € R, 3 N > 0 such that;
IfGOl < N.
Since f is bounded and apply the triangle inequality, if |k — 2| > ¢ we get;
If(k) — fGol < [fR)| + [fG)l < N+ N < 2N.
and
k—x2¢ = (k-x)?={>

So,

“‘;‘)2 >1 = Bk-0? 22N (3.1.5)
By using inequality (3.2.4) & (3.2.5) we get;
If(k) — fGo)| < €+ 2N < a+'§—’j(k—x)2. (3.1.6)

Since L,,: C[a,b] — C[a, b] is linear positive, it follows that;

16



ILm (5 20) = fGOlcfapy = Il (FC) — §(30); 3¢) + §(G¢) (L (15 26) — Dl ca,py
< Ly (FR) = G 3 llcpapy + 1fllcpapy 1Lm (L 26) — Llcapy
< L (1f () = FGOL; #llcrap) + fllcap 1Lm (L 2) = Lllcpap-

Then from (3.1.1), when m — oo, 3 g, such that g, = 0. So;

”ﬂIC[a,b]”Lm(l; ”n) — 1”C[a,b] < &€m-

In this case;

1L (F; 7) — FCOlcrap) < ILm (IfCK) = FGOL; #llclap) + &m (3.1.7)
can be written.

Let us show that;
1im [[Ln (IR = fGOL; 7 [l cpapy = 0
By using inequality (3.1.6) and (3.1.7) we have,
If(k) — fGOl < € + > (k= )2,
Taking L, for both sides,
Lin (10 = FGO: ) < Lin(&20) + L (55 (k=200 )
= el (1;%) + i—fLm((k — %)% )
= gLy, (1;%) + E—I:Lm(kz — 2kxt + 1% %)

=L, (1; %) + ZC—I;ILm(kZ;%) - gsz(k; ) + é—?%sz(l;H)

= elLm (1) = 1+ 1] + 55 [Lin (k% 20) = 262+ 52] = el Ly (ki 20) — 3¢ + ]
+ 50 Ly (1) = 14 1]
= elLin(L20) = 1] + e + 55 [Lin (%20 = 52] + 06 = ZelLiy (i 20) — ]
_AN 2 2N o N2
— T+ B L (1320 — 1] + T
= e+ (om + 5 2) [Lin (1320 = 1]+ 5 [Lin(k%50) = 7] = T [l (20 = 5.

17



Let’s say;

e+2<—1:%2:g(u) and —‘;—lszh(x) where;

Vi €lab], g(G) < sup [g)|=b

#€[a,b]

and

h() < sup |h(G0)| =c,

#€[a,b]

then;

Lo (If(K) — fGOI; ) < € + b[Ly(1;30) — 1] + E—N [L (K% ) = 2¢2] + c[Lin(k; %) — x].
Taking maximum norm we get,

1L (1fCK) = FGO; 20 crap) < &€m + bIIL,.(1;2) = Lllcpab) + i.—l: 1L (k%5 50) —

—#*|\cfap] + €l (& 20) = 2l cfap)-
Then by using Bohman’s conditions;

L (1fCK) — FGOL 2 llcrap < &

Lim [|Lp, (1) = fGAOL; 2 llcrapy = 0, since lim e, = 0.
Also it satisfies inequality (2.2.7)

1L (55 20) = 0O | gy < NN () = FCA | + Em

1L (520 = GOl ) = O

So the Korovkin Theorem is provided.

3.2 Bernstein Operators
The main result in the development of the theory of approximation, founded in 1885
by the German Mathematician K. Weierstrass, for each f € C[0,1], 3 a polynomial
P(x) such that for any & > 0, the assertion that,

fG0) = PG| < e

18



x € [a,b] is true. This theorem is related to the fact that the space of polynomials is
dense in C[a,b]. Weierstrass’s first proof was quite difficult to understand because it
was complex and long. Such complexity has motivated many mathematicians to find

easy, more simpler and understandable proofs.

The Bernstein operators are given as follows;

m

Bn) = (L) b0

j=0

For any function f defined in [0,1] were introduced in 1912 to give a simpler proof of
Weierstrass’s approximation theory. It was created by the Russian mathematician S.N.
Bernstein. The method of defining Bernstein polynomials helped to define many new

sets of polynomials that are approximating to continuous functions.

Definition 3.2.1: Assume f € C[0,1] is given. For 0 < » < 1, m*™" order Bernstein

Operators are defined as;

m

Bun) = (L) by 00,

j=0
where
b () = Chpd (1 — )™,

and

=) = mi

The basic structure of these polynomials depends on the binomial formula;

m
(a+b)™= Z Cin alb™]
=0
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where a,b € R* and m € N. If a = »x and b = 1 — x are taken with » € [0,1] in this

formula, we get;

+1—)" =DM =1= ) C W —x)m
2

Lemma 3.2.1: Bernstein operators are linear and positive.
Proof:

VY a,,a, € RandV fy, f, € C[0,1] there exists;

Bm (ayfy + apfa; %) = Z(%ﬁ + azf>) (%) Ci’n%j(l — %)M
j=0

= a, zm:fl (L) el —s0m 42, ifz (L) el — s
=0

=0
= a1 By (fy; %) + a2Bi (25 ).

So By, is linear.

For »x € [0,1],(1 —»)™J >0and for f>0,B,,(f;») = 0. Therefore B, is

positive.

Theorem 3.2.1: Let’sfbe continuous then Bernstein operators are uniformly
converges on [0,1] to f(x).
In other words if f € C[0,1], then;

Bn(fix) 3 f(x), xe€]0,1].

Proof: Now, let us investigate the conditions of the Korovkin’s;

m

Bu(1330 = ) ()1 0™

=0

=1 -n+x)™

20



B (k% ) = i]_z(r]n) W(1—n)™

DY (IS

Therefore;
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B,(1;%) =1
B (k) = x

n — un?

B (K% %) = x% +

Then, it shows that;

1- nlliirgolle(l; n) = o =0

2- nlliirgolle(k; n) — #llcfo] = 0

. ; n—u?
3- lim ||Bp (K% 3) = #%|lcpo,1) = lim ”%2 +— - x2||
m— 00 ’ m-oo m C[0,1]
_ n— n? 1
= lim max = lim —=0
m-—oo 0<x<1 m m-oo 4m

For f € C[0,1],
1B (F %) — fGllcroy = O,

by the Korovkin Theorem.

Theorem 3.2.2: B, (f; %) defined in the theorem (3.1.1), the inequality

3 _1
B (520 = 00l < 5 0 (fim2)
is provided for the continuous function f on the [0,1].
Proof: Let by, ;(») = (T) # (1 —»x)™J, from the definition of Bernstein operator

and linearity property;

B — 001 = [ (L) bms00 560
]

—0

_1S <f () —f(x))bm,j (o)

j=0
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gi|( ) = 560)| b 00

j=0

(3.2.8)

is obtained. By choosing k = é in the property (VI1) of the modulus of continuity;

(L) - 00| < ( i”' + 1) o )

can be written. If we write this instead in (3.2.8) we get;

j=0 "

m /0,
IBm (5 2) — G| < z <mZ—| + 1) o (f; cm)bm,j(%)

= w(f; () lbm'j (o) + imi ‘]a - %| b, (30) ‘
i=0

Apply the Cauchy Schwarz to the second part of the sum, we get;

NI»—\
N =

j=0

B (£ 20) — fGO| < 0 (f; cm){u biny G0)) (i( ) m,,.(%)>J|

In this case;

N =

B (f; ) — f(x)|<w(f<m)'l1+%m<i( ) m,j(%)> Jl

j=0

(3.2.9)

m . 2
Since Z (% — %) bm,j(0) = By ((k— #)?%; %) and B,, is linear, then;
=0

B ((k — #)% %) = By (k?; ) — 2By (K 30) + 2By (1; %)

(1 —xu
=n®+ ( )—2%2+%2
m
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_n(1—3)
==

If we write this instead in (3.2.9) we get;

1+—

1Bm (f; 70) = fGOI < w(f; {m) v

1 Jn(1 - u)]

V x € [0,1] it becomes;

Jrn(l—n) < Omaxl\/x(l —n) = %
U<

From here,

1Bm (£ ) = fGO| < w(f; G)

e
7 1
$momz

is obtained.

T ¢m = m™2 is chosen, we get the inequality;
-1 1
IBm(f; %) —fG0)| < w (f;m 2) (1 +§)

3 1
= — : 2.
2 (f - )
This inequality shows us that the rate of converges of the operator By, ; to the function

1
f, with » € [a, b] is smaller than the rate of converges of m™z to 0.
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Chapter 4

BLENDING TYPE BERNSTEIN OPERATORS

Blending type operators are the presence of more than one operator in one place. In
this chapter, we examine the new generalized Bernstein operators with parameter a
and their convexity, monotonicity and other important properties.

4.1 The New Generalized Bernstein Operators

Bernstein polynomials and their modifications have been intensely studied because of
their useful structure. Chen et al. introduced a generalization of the Bernstein
operators. They proved the rate of convergence and shape preserving properties for

these operators.

Definition 4.1.1: Assume that fis a continuous function on [0,1]. ¥ m € Z* and any

real constant a € [0,1], the a — Bernstein operators are defined for f as:
T (i) = Z06 ;P () (4.1.1)
- _ (L . () ; : (@) — 1 _ (@) _
where f; = f (m) Forj € [0,1], Pnj (») is defined by Py "(0) = 1 —n, Py’ () = %

and

P00 = [(m ; 2) (1 - a)n + (‘]Tl__zz) - -0+ () wed -

x)] W1 —y)m-i-t
The o — Bernstein operators include classical Bernstein operator when @« = 1 where;

P = (m) Wl —n)™ 7,

m,j J
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Therefore a -Bernstein operators have following property;

Toa G0 = 6 ()00 =™ = B0,
i=0

Lemma 4.1.1: For all m € N,m > 1 and independent of o, T, «(f; ) satisfies
following properties;

l. f is interpolated by the a —Bernstein operator at both endpoints [a,b];

Tm,ot(f; 0) = f(O) and Tm,a(f; 1) = f(l)

Il. The a — Bernstein operator is linear operator, such that;

Tm,a(ﬁf"' yg) = BTm,(x(f) + YTm,a(g) (4.1.2)

v f,g € C[0,1] where defined on [0,1] and all B,y € R.

We can express (4.1.1) in the following form to discuss other properties of these

operators;
Tma (i) = (1 — ) (ky +ky) + aifj (r]n) W(1 — w)m
j=0
where
ki = if,- (M7 %) —sm,

o=y 5 (72, )#a—om,

When j =m in k; and j =0 in k,, they are both zero. They can be expressed as;
m-—1

k= 5" %) —omi,

j=1
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j=1

m-—2

m—Z)
-1

where ( =0ink; and ( ) = 0 in k,. Replace j by j +1 in the k,, we

get;

m-1 5
m — . s
ky; = ijﬂ(j_z )%l(l_H)m =1,
j=1

Therefore we obtain;

m-—1

Ky 4k, = Z [ (75 ) 5 (72| = somoimn

j=

Seeing that;

m—1 1
kl + kz = z I:)L] (m ]_ )] %](1 - ]‘f)m_j_l,
=1

(4.1.3)

Where ; is a linear combination of f; and fj,;such as;

A = (1 —ﬁ)fj + L fun. (4.1.4)

Theorem 4.1.1: We can express T, ., (f; %) as:

ma(f%)—(l—a)z ( : )u’(l x)m11+a2f] HW (1 — )™

(4.1.5)

where
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j j
}‘j:(l_m—1>fj+m—1fj+1'

Lemma 4.1.2: The following identities are valid for these operators.
i Tmo(l%) =1 (4.1.6)
il Thelkn) = (4.12.7)
Proof:

I. When we use (4.1.4) and (4.1.5), if f(>) =1 then f; = A; = 1 and

m

T2 = (1 - ) mz_l (M )a =ty () - m
j=0

j=0

Therefore, for the constant function 1 is, this operator;
m-—1 m
T (1330 = (1= 0 ) Py 00 + @ ) Pj0) = 1
=0 =0

i, Iff()=x, then f; = L. So;

0 NV ) L3 S

x-=(1———
) m—1/m m—-—1 m m-—1

and

Tho(tx) =(1—-0a) nilﬁ(m ]_ 1) W(1 — w)mi-1
=0

+ ai % (r]n) W (1 =)™

j=0

m-—1 i m
) )
= (1= ) LBy 60+ ) By (0
j=0 j=0

=MX.

These complete the proof.
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Lemma 4.1.3: The a-Bernstein operators reproduce linear polynomials v 3,y € R
such that;
Tina (B2 +v; %) = B +y.

Proof: It can be proved easily by using (4.1.6), (4.1.7) and its linearity. Namely;

Tm,a (B +v; %) = B + .

Lemma 4.1.4: The a-Bernstein operator is a positive operator.

Proof: Using (4.1.6) and Lemma (4.1.4);

If m < f(x) < Nthenm < Ty, (f; ) < N for » € [0,1].

Especially, if m=0, we obtain;

If f(3) = 0 then Ty, o (f; ) = 0,5 € [0,1].

4.2 Approximation by the Generalized Bernstein Operator

In this section, for Blending Type Bernstein operators we investigate the degree of

approximation by using the Lipschitz class and modulus of continuity.

Theorem 4.2.1: The a-Bernstein operator has specific notation by means of difference

operators. That is;

m

Toa(fi0) = ) [ =) ("7 D) asge + () A% |

s=0

where;

i) n= (gt

Proof: Expand the term (4.1.3) with (1 — )™=, we have

m-—1 1 m—£—-1
m — m-—j—1
k=2 0" Y (M)
j=1 £=0

Put j + ¢ instead of s, then we have;
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and also we can write;

T =0C )

then put the double summation as;

m-1 S
ky +k, = z (™ 1);452(—1)5-1' (T) A
i=1 =0

When we use the expansion for difference formula;

m
Kk, +k, = Z (™ Dasas .
r=0
When s = m, the sum is zero.
> 5 (Tt —s0mi = Y (%)
j=1 s=0
So we get;
T (2 = ZO (- (" T 1) asge +a(T)aog) .
5=

Lemma 4.2.1: We can express the higher order difference of A; as follows;
_ j j+s
2% = (1= 25) 8% + 5 8%
Proof: it can be proved by induction.
i.  When s=0, the equation is correct.
ii.  Assume it holds fors=k — 1.

iii. Prove it for s=k.

AR) = A[AR1)]

30
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Ay = A|(1 - L) Akt + B Ay

=A< (1- L) + (1= L) agav )| + [a5 1 faa (B2 +

1 m-—1

L A (841 5)

= |28 (1= 55) + (1 =05 4]+ [ (557) + 55 8%

=[5 (=) + (=) 2] + [ (55) + 2549
= (1-L) Ak + Ak,
From the differences and derivatives, we have;
ASfy = 0 fors >k

and

ARf; = k'

From Lemma (4.2.2) with f(x)=xX and m — 1 > k that
ASA, = 0fors >k
and

lilAkf1 = (1+—>E

m — 1/ mk

ARAy = ARfy +
Especially from f(»)=s»" and m — 1 > k that
T (35 2) = aa + a1+ -+ agx + a,
where
a=(1-0a) (ml; 1) Ay + a (rlzl) Af,.
Write in the place A¥A, and AXf,, we have;
ac= -0 (" ) (1) e ()]

ForkisOand 1, ay is 1. Then ;
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ay = 1+r§$__ 1))(0(—1)](1—%)(1—3>...(1—u), fork = 2.

Lemma 4.2.2: Following identities hold for o —Bernstein operators.

m+2(1 o)

i Tma(k%2) = 2% + #(1—x)

3[m+2(1-a)]

. Tm,oc(k3F%) =n® + T%2(1 —xn)+ —m+6(1 )

#(1—3x)(1—-2x)

[m+2(1 )] 4[m+6(1- a)]% 1

m3

i, Tpo(k*2) =2* + w31 —n)+ —n)(1 -

[Bm(m-2)+12(m—-6)(1—a)]»#(1-#)+[m+14(1—a)]

2n) + - n(1—1)
Proof:
I We know;
Tn,a (5 %) = ap® + a3 + -+ ajx + a,
where
ax=(01-a (ml; 1) A¥A + a <r121) AKf,
So,

Tma (% %) = ayu® + a;x + a,
[(1—a)( )Azxo+a( ) 42f,] % +[(1—a)( )A19\0+
(7)Ao + [ = (™ ) 4% + a (g) %]
=[a-0 (" )mGE) (Dl Ha-o ("] ) mEE) +
(7)) el
where
Aofo =0, Afy = %: Azfo = é
And
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A% = 0 A = 1 (m+2> AZp = 2 (m+1>
o " m2\m-1/’ o~ '

Then;

. . (m+1)(m-2) m(m-1)] - . (m+2) m
—[(1 a) +oa—; ]){ +[(1 a) - +am]%

m?2

_ [mz—mrgzz(l—a)] w2 4 [m+?r(li—oc)] x

m+2(1—a)
m2

=%+

x(1 —x).

We can similarly proof Ty, o (k3; %) and Ty, o (k*; ).

Theorem 4.2.2: The a-Bernstein operators for a € [0,1], converge uniformly to f ()
that is a continuous function in [0,1].

Proof: Using lemma (4.1.2) and (4.2.3), this theorem can be easily proved.

Lemma 4.2.3: Let

m
K, () = Z(j — m)*PE, (), s=0,1,234.
i=0

Then followings hold for K (x):
i. K;()=0.
ii. Ky()=[m+2(1—a)]x(1—x)
iii. K300)=[m+6(1—a)]x(1—x»)(1—-2x)
iv. Ky(x) ={[Bm(m—-2)+12(m — 6)(1 — a)]x(1 — ) +
m+ 14(1 — a)}x(1 — %)
Proof: Let’s use binomial expansion of (j — m)3, s=0,1,2,3,4 and Lemma (4.1.2)

and (4.2.3) we have;

m
PRAGES
=1
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m

Z jPrf‘Lj (%) = mxu

j=1

m

Z P60 = m?%® + [m + 2(1 — o) ]2(1 — x)
=1

Zj3Pn°1‘,j(%) =m3x%3 +3mm+ 2(1 — a)]x?(1 — %) + [m+ 6(1 — «)]x(1 — »)(1
=1
— 2x)
Z j*Pm; () = m*x* + 6m*[m + 2(1 — a)]»*(1 — x)
=1

+4m[m + 6(1 — )22 (1 — %) (1 — 2x)
+{[3m(m —2)+12(m - 6)(1 — «)]#(1 — %) + m
+14(1 — o) }se(1 — »)
Then;
Ky(0) = ) (= m) P00
=0
= ]'PI%,]‘ () — mkpr(lxl,j ()
= mx — mx
=0 (4.2.2)

K,(0 = ) (= mi)?Pg;00)

=0

m
= Z:(j2 — 2mj + m*»#?) Py ()
=0

m
= ) 7B = 2me PGO) + 2B (60
j=0
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m
= Z m?x2 + [m+ 2(1 — ) ]2(1 — 3) — 2m?x? + m?»?
j=0

=[m+2(1 - )] (1 —x) (4.2.3)

Ky(0 = ) (= mi)*P;(0)
=0

m
= z(f’ — 3j?m + 3jm?x? — m3%3)Pn°‘1,j(%)
=0

)
= Z J° P (0) — 3maj? P s(o6) + 3mPx?jP  (3) — m3 3Py ()
=0

=m3x3 +3mm+ 2(1 — a)]#?(1 — ) + [m+ 6(1 — a)]x(1 —3)(1 —
2x) — 3mue{m?»%? + [m + 2(1 — ) ]2(1 — 30)} + 3m333 — m35x3
=m3x#3 4+ 3mu?m+2(1 —a)](1 =) + [m+ 6(1 — a)]ae(1 —3)(1 —
2%) —3m3»% — 3ma?[m + 2(1 — )] (1 — %) + 3m333 — m3x3
= [m + 6(1 — o)]2¢(1 — %) (1 — 2x) (4.2.4)
Ky(o) = i(i — ma)*Py (o)
j=0
= (j* — 4j®max + 6j*m?»* + 47°m?%? + m*»*)P5 (%)
= j*Pmi(20) — 4maj°Pg;(0) + 6m?x %P (o) — 4m®x®jPg ()
+m*x2*Pg ()
=m*x* + 6m?[m+ 2(1 — )]#3(1 — 3) + 4m[m + 6(1 — ) ]2 (1 —
—30)(1 = 230) + {[3m(m — 2) + 12(m — 6)(1 — )]x(1 — %) + m
+14(1 — 0)}x(1 — %) — 4mu{m3x3 + 3m[m + 2(1 — o) ]#2(1 — )
+[m + 6(1 — a)]se(1 — »)(1 — 23) + 6m?»x2{m?»x? + [m + 2(1 — a)]
1(1—3)} — 4m*x* + m*u?
={[Bm(m—-2)+12(m—=6)(1 —a)]»(1 —») + m + 14(1 — o)} (1 — »)
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(4.2.5)

Lemma 4.2.4: 3 a constant G that is independent on m such that Vv » on [0,1] and

any real § € (0, i)

P i(3) < Gm2(25-1),

J_|om-5
m %‘_m

Proof: From Lemma (4.2.4) for constant G, |S,(»)| < Gm?.

Seeing that;

] _
——x|>m™®
m

(] - m%)4 > m_48

m#

(G — mxn)* > m*-9

G — mx)*m*G-D > 1,

Then we have,

m
D B 00 SmtED Y (- mi) B 60 = mHEDK, (o) < G5,
j j=0

Theorem 4.2.3: Assume f(») is bounded on the [0,1]. In any » € [0,1] where f’(x)

isdefinedat 0 < a < 1 as;

1
nl1i—r>r§o m[Tm,a(f; n) — f(%)] = E%(l —0)f"(x)

Proof: For j < m, using Taylor’s formula such that;
1
f0) = G + (k= 20f () + 5 (k= 1)?*f" () + g(R) (k — %)?
where lim g(k) = 0.
k-
Take k = l, then;
m
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1) =100+ (=) 5 () 10w () ()

Then,

[T o2 — 60)] = mZ je0 () - 60

cmSesoofjos (-2 o3 oo ) (5
j=0

— f (%)]

2

2

K GOP ) K00+ m S 00 (1) (2 )
j=0

Then using (4.2.2) and (4.3.3) we get;

—) (1= 20f" (&) + mSim ()

[T i) — [60] = (5 +

where

w0 = o () () o

For 0 < a < 1, we can get the following inequality;

2

S e R R
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. 1
Let’s give any € > 0. sufficiently large m can be found as |$ - %| > m s implies

o (2) <

So that,

RmGOl S —KoGO+M > PS;G0)

j 1
——x|>m 8

where M= sup g(k)(k — »)2. From lemma (4.2.5) for § = % X
0<k=<1
2(1 - a) MG
m[Rm GOl < &1+ ———x#(1 -2 +— .
m2

This completes the proof as ¢ is arbitrary.

Theorem 4.2.4: If fis bounded on [0,1], and 0 < a < 1, then

3 <\/m +2(1— 0()).

IFGO = T 20| < 5 00 —

Proof:

Foro<a<l,

GO — T o (F; 20)| = i P () [f(%) _f(laﬂ
=0

< Do)
j=0

m
=0

Ptg,j ()

<

< w(|x—é)P§‘Lj(x).

—

By the properties of modulus of continuity, we get;

i\ m j| m+2(1—-a)
(|”_B)“” m|”_a| m



<<1+ m |%—l>u) /m+2(1—a)
B vym+2(1—a) m m
hence

|f(}f)—T (-f%)l <i<1+ m |%_l>w w P% ()
me =2\ TRl e
m+2(1—a) m N )
< /— 1 P (o) |.
<oo< — >< + _m+2(—1—a);‘% ,,(%))

Using the Cauchy-Schwarz’s inequality;

i|x 4500 = Z|”“| (P00 [P0

j=0

1
2

< i x—— P“J(%) [ZP“](%)]

= [i (- a) Pm; “‘)r-

=0
Moreover,
Z(%__) () = KZ(”)_W%(]-_%)SM-

2 4m?2
j=0

In the seem of (4.2.3);

_ . Jm+2(1-a) m Jm+2(1-a)
IfGO) = T (i 20| < w( m I emae

1) — T o (f:20)| = ;w <\/m T2(1- a))

m

39



4.3 Shape Preserving Properties

In the last section, we investigate the shape preserving properties by monotonicity and

convex properties of a —Bernstein operators.

Theorem 4.3.1: Assume that feC[0, 1]. If f is monotonically increasing or decreasing
on [0, 1] for 0 <a <1 then it realizes samely for all a — Bernstein operators.
Proof:

We can write;

m+1

Tni1a(f5) = (1 - ) Z f; (m ]_ 1) W (1 — w)m

-1\ . -
+ D 5(525) P A= 0m I+ @B (0
j=0

vV m = 0 where f; = (#)

m+1
Follow (4.1.5), then;

Tora(fi) = (1= ) i 3 (5 )=+ ami: N PICES T
j=0

j=0
_ j j
where & = (1-2)f +1g ..
Calculating the derivative of Ty, ;1 o (f; %), then it gives;
T1,n+1,a(f; %) =(1—a)D; + aD,

where
= m . . . .
D, = > 4 () 11 0™ = (m = D (1 = 0™
j=0

and
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m+1

d
Dy = D o Pnsn 0.
=0

In other words D; can be written as follows;

i 7\}{1 11— %)ml—Z(m—]) )l%](l w)mi1,

=1 ]

m-1
Z(]+1)1+1) A2 (1 =071 — Z(m N ( )Ax’(l—%)m”

j=

m-—1

G+ ()3 1) A z<m (5 )n[#a—omi,
j=

j=0

Insomuch as;

G+ 1) =m (") = -n (D)

we get

m-—1

D, = z mAJ (m ]_ 1) W(1 =)™t

j=0
where A is the forward difference operator. Subsequently;

m-—1

D, = Z [(] + 1)Af]+1 + (m— ])Afj] (m ]— 1) %1(1 — %)m—j—1_

j=0
Similarly if proved in D,;
D, = (m + 1)ZAf] W(L =)™,
j=

is obtained. Therefore Ty, o(f; x) is given below;

Thsrafi) = (1 — ) Z [G + DAfrq + (m — j)Af] (m . 1) (1 — 3)mi-1

j=0
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+aZAf](m+1)( )%1(1— )M,

j=

We can determine the sign of derivative of Ty, (f; ) by forward difference. If
function f is monotonically increasing, f's forward differences are not negative. So
Th+1,« (5 #) is not negative on [0,1]. Therefore it is monotonically increasing. This is

also true for the opposite. Hence, this completes the proof.

Theorem 4.3.2: Assume that f € C[0,1]. @ —Bernstein operators to be convex for 0 <
a < 1if f(») is convex on [0,1].
Proof:

Follow (4.1.5), then;

m+1

Tmiza(50) =1 - z (m N 1) W (1 — )™+

m+2

raQ ("] ) m
j=0

where f; = f(ﬁ) and A; = (1 - i)f] + éfjﬂ.

Calculating the first derivative of Theorem (4.3.1), we get;

m-1
Tieoe(ir) = (1= @mm+1) Y a2 (" 7 1)@ —som-st
s=0

m
+a(m + 1)(m + 2) Z A%f (r;l) #5(1 — »)™ms,
Replace m by m+2, hence;

A2A5=(1—T) A5 + iA *fs+1
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2 S s+1 s+2
_(m+2)2f m+2'm+2' m+2

A%f

TI,I"l+2,(x(f; %) 2 0
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